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*Abstract*—Pattern recognition is becoming increasingly utilized within extensive information systems. The combination of advancements in image processing theory and the availability of open source libraries allows for the application of innovative solutions to various practical problems. One such problem involves automatically processing the answers from large-scale exams. This paper presents a developed system designed specifically for handling the results of these exams, demonstrating its ability to provide reliable, efficient, and unbiased assessments.
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# Introduction

Optical Marker Recognition (OMR) technologies, utilizing optical scanners, are commonly employed to automatically process the results of large-scale test exams [1]. OMR scanners are favored for their high speed and reasonable accuracy. This approach allows for an objective assessment of a significant number of exam forms within a short timeframe, achieving nearly perfect recognition accuracy [2]. However, OMR technology suffers from several notable drawbacks:

Sensitivity to paper size and quality: OMR scanners are highly sensitive to the size and quality of the paper used, as well as the specific color of the form.

* limitation to specific form sizes: Custom form sizes cannot be accommodated with OMR technology;
* dependence on pristine form condition: OMR processing necessitates flawless form condition, as even slight damage, folding, or crushing can result in rejection;
* inability to process handwritten forms: OMR technology cannot handle forms filled out by hand;
* high cost and maintenance requirements: Implementation and maintenance of OMR technology can be expensive.

To address these issues, a system has been developed to enable independent and anonymous assessment of responses. High-speed scanners are utilized to convert all forms, regardless of size, into graphic format. Using predefined templates, the system identifies forms with questionably filled marker answers. Samples of these forms are simultaneously presented on screens to independent experts, without revealing the examinee's identity. Based on the experts' evaluations, the system provides an objective assessment of the answers. Additionally, all expert actions are recorded and archived.

# Description of the Processing System

To begin with, a more detailed explanation of the operational stages of the developed system is provided. All exam materials received from exam sites are directed to the scanning area. Each exam form possesses a unique identifier and is safeguarded against fraud. Using high-performance scanners, the scan operator scans all the forms. Upon completion, the operator verifies the number of scanned forms against the declared quantity and selectively assesses the scan quality. Subsequently, the project processing group administrator initiates the recognition process for the electronic materials. Recognition occurs in batch mode and doesn't require operator presence. The process of recognizing exam forms follows the main steps common to many other industrial systems of form recognition [3], [4]:

A. Generating a set of templates.

B. Determining reference points within the graphical representation of the form.

C. Defining and aligning the template.

D. Recognition.

E. Verification.

## Generation of a set of templates.

During this stage, the system performs scanning and imports the image of the blank form. Subsequently, the system automatically or manually identifies specific elements of the form known as control fields. These control fields can include lines, static text (repeated on all forms), checkboxes, "black squares," and barcodes. These elements are crucial for accurately defining the form's template and ensuring proper alignment between the template and the image. Additionally, the fields that need to be recognized are specified, indicating their field type, format, and control rules. Control rules encompass various checks, such as verifying information correctness against a database, ensuring consistent representation of dates and financial data, establishing field patterns using regular expressions, and performing checks against a user dictionary. If there is a need to export the recognition results to a database, a corresponding column in the database table is assigned for each of these fields.

## Definition of reference points in the graphic image of the form

During the printing and scanning process of forms, imperceptible linear distortions often occur along the height and width of the paper. To accurately align the template and compensate for these distortions, reference points are utilized. Typically, four black squares positioned at the corners of the form are employed as reference points (fig. 1).

|  |  |  |
| --- | --- | --- |
|  |  |  |

1. Samples of recognized forms

The identification of the black squares involves the following steps:

* The scanned form is converted to black and white mode.
* In the presumed area where the reference points are located, all connected objects are determined.
* Among all the objects, those that correspond to the size of the squares specified in the template are identified as the black squares. Since the original image is converted to black and white, the square contours may not appear perfectly straight and may have slight irregularities. Therefore, a certain degree of deviation from the original linear dimensions is allowed during the square identification process, as specified during template generation.

## Definition and alignment of the template

Using the coordinates of the reference points identified in the previous stage, the exam template is matched with the graphic image. Depending on the number of black squares detected, different transformation algorithms are employed to achieve the alignment.

It's important to note that the system can determine the template when at least three reference points are found. If fewer than three reference points are detected, the form is transferred to a manual template matching subsystem, requiring operator intervention. This typically occurs when the image was scanned incorrectly or the paper is damaged. Furthermore, the system is not limited to a specific template but allows for the creation and editing of various template forms.

To ensure precise template matching, different geometric transformations are used. Simultaneously, the coordinates of the recognized fields' exact positions on the graphic image are determined. This stage is crucial, as the accuracy of this process directly impacts the recognition results. Therefore, the choice of the transformation algorithm for more precise alignment depends on the number of reference points (black squares) detected.

In the case of utilizing four squares as reference points, a bilinear transformation is applied, which can be expressed as follows:

$$\left\{\begin{array}{c} x^{'}=a\_{0}+a\_{1}x+a\_{2}y+a\_{3}xy\\y^{'}=b\_{0}+b\_{1}x+b\_{2}y+b\_{3}xy\end{array}\right.$$

where $(x,y)$ и $(x',y')$ – source and converted coordinates, $a\_{i},b\_{i}, i=0..3$, – coefficients of transformation.

To achieve accurate parameter determination, it is sufficient to have the initial and transformed coordinates for four points. This involves solving two systems of linear algebraic equations:

$$\left\{\begin{array}{c}A^{'}\_{x}= a\_{0}+a\_{1}A\_{x}+a\_{2}A\_{y}+a\_{3}A\_{x}A\_{y}\\B^{'}\_{x}= a\_{0}+a\_{1}B\_{x}+a\_{2}B\_{y}+a\_{3}B\_{x}B\_{y}\\C^{'}\_{x}= a\_{0}+a\_{1}C\_{x}+a\_{2}C\_{y}+a\_{3}C\_{x}C\_{y}\\D^{'}\_{x}= a\_{0}+a\_{1}D\_{x}+a\_{2}D\_{y}+a\_{3}D\_{x}D\_{y}\end{array}\right. $$

$$\left\{\begin{array}{c}A'\_{x}= b\_{0}+b\_{1}A\_{x}+b\_{2}A\_{y}+b\_{3}A\_{x}A\_{y}\\B'\_{x}= b\_{0}+b\_{1}B\_{x}+b\_{2}B\_{y}+b\_{3}B\_{x}B\_{y}\\C'\_{x}= b\_{0}+b\_{1}C\_{x}+b\_{2}C\_{y}+b\_{3}C\_{x}C\_{y}\\D'\_{x}= b\_{0}+b\_{1}D\_{x}+b\_{2}D\_{y}+b\_{3}D\_{x}D\_{y}\end{array}\right.$$

When three squares are used as reference points for their identification, an affine transformation is applied, which can be described as follows:

$$\left\{\begin{array}{c} x^{'}=a\_{0}+a\_{1}x+a\_{2}y,\\y^{'}=b\_{0}+b\_{1}x+b\_{2}y,\end{array}\right.$$

where $(x,y)$ и $(x',y')$ – source and converted coordinates, $a\_{i},b\_{i}, i=0..2$, – coefficients of transformation.

To accurately calculate the parameters, it is sufficient to have the initial and transformed coordinates for three points. By solving two systems of linear algebraic equations, the coefficients can be determined:

$$\left\{\begin{array}{c}A^{'}\_{x}= a\_{0}+a\_{1}A\_{x}+a\_{2}A\_{y}\\B^{'}\_{x}= a\_{0}+a\_{1}B\_{x}+a\_{2}B\_{y}\\C^{'}\_{x}= a\_{0}+a\_{1}C\_{x}+a\_{2}C\_{y}\end{array}\right.$$

$$\left\{\begin{array}{c}A'\_{x}= b\_{0}+b\_{1}A\_{x}+b\_{2}A\_{y}\\B'\_{x}= b\_{0}+b\_{1}B\_{x}+b\_{2}B\_{y}\\C'\_{x}= b\_{0}+b\_{1}C\_{x}+b\_{2}C\_{y}\end{array}\right.$$

## Recognition

Using the template established in the previous step, the system proceeds to recognize each field within the form. The system supports recognition of various types of fields (fig. 2):

* checkboxes – 🞎,🗷,🗹,🞅,●;
* radio groups – only one mark has to be filled, for example - 🞅●🞅🞅;
* handwritten text - text written in block letters.

|  |  |
| --- | --- |
|  |  |
|  |  |

1. Type of recognized fields

To recognize checkboxes or radio groups, the system employs statistical recognition methods [5]–[8]. Once recognized, the system compares the field's statistics with the template. If the statistics surpass a certain threshold, the system makes a decision regarding whether to mark or leave the item unmarked.

When filling out the form, applicants often make the following mistakes:

* Selecting multiple choices by filling two or more points.
* Incompletely filling the circle.
* Using marks other than filling the circle.

To address these issues and minimize operator intervention, the system incorporates the following threshold values:

* Minimum percentage of filling: This determines the level of completion below which a field will be considered empty.
* Minimum percentage of filling for recognition rejection: If a field's fullness falls below this threshold, the system will mark it as uncertainly recognized.
* Multiple choice threshold: This threshold determines the maximum difference allowed between the highest filled field and other filled fields. The system will automatically consider the value of the maximum filled field as the recognized result.

For handwritten text recognition, a multilevel recognition system based on neural networks (NS) is utilized [9]–[13]. The system primarily focuses on recognizing the Latin alphabet and the Azerbaijani language. However, it can be adapted to other alphabets and languages without significant difficulty.

The hierarchical system for recognizing handwritten characters consists of multiple levels with varying levels of time and effort required for recognition. In our system, we utilized two recognition levels. Initially, we started with a set of 32 symbols, including {ABCÇDEƏFGĞHIİJKLMNOÖPQR SŞTUÜVXYZ}. Symbols with strokes and dots above them (ĞİÖÜ) were removed from the set since their recognition required a two-stage process: recognizing the top and bottom parts separately. The bottom part recognition was performed using our specific recognition module for characters G, I, O, and U, while the top part could be handled by other simpler algorithms. As a result, our initial set of 32 symbols was reduced to 28.

Next, we conducted clusterization of the recognized symbols, which further broke down our initial set of 28 symbols into 15 distinct classes: {A}, {B}, {CÇG}, {DOQ}, {EFP}, {Ə}, {HMN}, {IT}, {J}, {KRX}, {L}, {SŞ}, {UV}, {Y}, and {Z}. At the first recognition level, a neural network was used to determine the membership of a symbol within one of the 15 groups. If a group contained more than one element, additional neural networks at the second level were employed to identify the specific symbol within the group established by the first level. In our case, we had one neural network at the first level and eight neural networks at the second level.

During the recognition process, information regarding confidently and doubtfully recognized forms and fields is stored. Relevant areas of the form are flagged for further examination and expert evaluation.

## Verification

All recognition results are directed to the verification zone, where the following procedures take place:

* Templates of forms that were deferred in the previous step are defined manually.
* Doubtful fields are examined by operators who compare the graphic image with the recognition results on a monitor screen. The operator verifies the recognition and makes corrections if necessary (fig. 3).

Once the recognition and verification stages for the examination forms are completed, the data proceeds to the area of expert assessments for written answers. Independent experts are presented with graphical representations of the written answer areas on their screens. To ensure objectivity, the information is displayed without revealing the author of the examinee. After all experts have evaluated the responses, the system automatically determines an objective assessment. A comprehensive log and archive of all expert actions are recorded.



1. Verification Screen.

Once the examination form's results have been fully determined, the data is processed by the system to assess the accuracy of the test questions. The examiner's answers are compared with the correct answers, and specialized algorithms are used to establish the final assessment of the examination form.

In order to ensure transparency and objectivity, all data, including the graphical representation of the examination form, exam results, and correct answers, are made available online in the examinee's personal account.

# Performance Improvement

The speed of form processing is an important criterion for form processing systems. In order to achieve high processing speed in an existing system, the following approaches can be utilized:

1. Parallel use of the recognition process on multiple workstations: This involves distributing the workload across multiple workstations, allowing multiple forms to be processed simultaneously.
2. Utilizing the multicore/multithreading capability of modern processors: This approach involves parallelizing processes within a single workstation by taking advantage of the multiple cores or threads available.

In this paper, the focus is on investigating the second approach to increase productivity. Implementing multithreading in the developed system is preferred because it does not require additional equipment and can enhance productivity on existing hardware.

To implement multithreading, the stages of pattern matching and recognition are executed in parallel by separate threads. This approach ensures that these stages can exclude the simultaneous use of the same data by different threads, thereby improving overall efficiency of the recognition process (table 1, 2).

During each experiment, the system processed a total of 1000 forms. To conduct a comparative analysis, the recognition process was executed sequentially using different numbers of threads, ranging from 1 to 8. The following are the results obtained from the experiments (fig. 4).

The experiments conducted revealed that adopting multi-threaded recognition can significantly enhance productivity compared to single-threaded processing. It was observed that the transition to multi-threading led to a productivity increase of up to 3.5 times. However, further increasing the number of threads beyond the physical core count did not yield significant improvements in performance.



1. Recognition time (in sec) depending on the thread count
2. Recognition Time (in sec) for each Station Depending on the Thread Count

|  |  |
| --- | --- |
| Cores | Stations |
| N1 | N2 | N3 | N4 | N5 |
| 1 | 343 | 206 | 159 | 163 | 142 |
| 2 | 197 | 121 | 93 | 82 | 79 |
| 3 | 196 | 97 | 66 | 62 | 59 |
| 4 | 193 | 91 | 55 | 55 | 49 |
| 5 | 197 | 89 | 54 | 55 | 45 |
| 6 | 189 | 90 | 56 | 56 | 42 |
| 7 | 197 | 91 | 55 | 60 | 41 |
| 8 | 192 | 91 | 55 | 62 | 39 |

1. Efficiency Of Recognition Time On Increasing Of Threads Count

|  |  |
| --- | --- |
| Cores | Stations |
| N1 | N2 | N3 | N4 | N5 |
| 1 | - | - | - | - | - |
| 2 | 43% | 41% | 42% | 50% | 44% |
| 3 | 1% | 20% | 29% | 24% | 25% |
| 4 | 2% | 6% | 17% | 11% | 17% |
| 5 | -2% | 2% | 2% | 0% | 8% |
| 6 | 4% | -1% | -4% | -2% | 7% |
| 7 | -4% | -1% | 2% | -7% | 2% |
| 8 | 3% | 0% | 0% | -3% | 5% |

# Conclusion

The system that has been developed for processing and objectively evaluating test exams enables the administration of large-scale exams while providing reliable and unbiased assessment. This system can be easily configured to work with various types of forms, eliminating the need for expensive and cumbersome Optical Marker Recognition (OMR) scanners.
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