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#### Abstract

To ensure safety by searching for and identifying suspicious or foreign objects in the area of transport corridors, in this work, it is proposed to use a 3D object recognition system, which is part of an unmanned aviation system. The method of recognition of 3D objects is based on the method of comparison with the standard. In the course of research, the authors obtained a system of equations showing the dependence of the change in the moments of inertia on the angles of rotation of the object image around the abscissa, ordinate and applicate axes. The reference image is formed by rotating through the obtained angles with subsequent direct comparison with the recognized image. If the new image of the template and the object to be recognized are the same, it is concluded that the recognized image corresponds to the template. Thus, after preliminary calculations, the listing of all possible positions is limited to a fixed number of possible positions. To confirm the obtained theoretical results, a computer simulation of the proposed method for recognizing 3D objects was carried out. The experiments were carried out on three images, which are reference images rotated in space at arbitrary angles. The simulation results showed that there is a clear connection between the moments of inertia of a plane figure during its triple rotation in space from the angles of rotation. Taking into account the characteristics of the objects to be recognized and the flight altitude of the unmanned aerial vehicle, it is possible to determine the required distance between them for reliable recognition. This will allow you to correctly build the flight route of the unmanned aerial vehicle and estimate the viewing range. This method can be used to recognize moving ground and air objects.
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## I. Introduction

The New Silk Road was officially named by the Chinese as the "Belt and Road Initiative" project, and covers about 70 countries of the Eurasian continent. The concept of the project does not provide for the development of one land and one sea route. Instead, it actually includes the construction of a whole system of transport and economic links in the vast area connecting the Far East and Europe. Project development brings people from all countries along the routes together in a collaborative effort for common development and benefit-sharing through win-win cooperation $[1,2,3]$.

In parallel, the "Program of Central Asian Regional Economic Cooperation" is actively developing. The
partnership between China, the countries of Central Asia and the Caucasus stimulates the development of transport and energy and also facilitates trade in the vast territory of Eurasia [4].

Within the trans-Eurasian corridor connecting East Asia and Western Europe, the South Caucasus can be considered a central hub. Infrastructure projects such as the Baku-TbilisiKars railway highlight the importance of this route. In addition, the delivery of goods from China and Asian countries to Europe via the Caspian Sea is a short and convenient way. Given the geographical location of the current economic development, Azerbaijan can be considered a focal point for both transnational exchange of goods and tourism projects [5, 6].

## II. PROBLEM STATEMENT

Terrorism is not a new phenomenon. Many countries in Europe, Latin America, Africa and Asia have faced terrorist movements of all kinds, united by a willingness to use violence against innocent civilians to achieve their goals. Terrorists often use explosive devices as one of the most common weapons. Information on making explosive devices is readily available in books and other sources. The materials needed for the explosive device can be found in many places, including various home appliance and auto parts stores. The vast majority of attacks are carried out by individuals acting alone - often with limited training and readily available weapons - targeting densely populated or highly symbolic locations [7, 8, 9].

Currently, there are a large number of measures to prevent this kind of threat [10, 11]. However, the rapid development of technology at the end of the 20th century and the beginning of the 21 st century, as well as the globalization of the economy, contributed to the emergence of highly organized terrorist groups ready to sacrifice thousands of lives to achieve their goals (for example, the attack on the World Trade Center on September 11 in New York). At the same time, the risk of mega-terrorism has become quite real, and the transport system has gained great importance in the eyes of security services around the world as the main target and / or a means for future attacks [12]. The development of high technologies has made it possible to reduce prices for sophisticated equipment, and the globalization of the "black market" has given even medium-sized terrorist organizations
the opportunity to buy a combat drone, given that its price is comparable to the price of a car [13]. In addition, training for a participant in an organization to control a combat aircraft or vehicle has become available.

The rates are extremely high, as any major disruption to the transport system could cause significant damage to the country's economy and reduce its reputation in the world.

At present, sufficiently effective tools have been developed to protect marine corridors [14]. However, works are worse for land transport corridors. The location of the corridor in sparsely populated or hard-to-reach areas makes it difficult to ensure its safety. This is due to the fact that a combat aircraft can quickly enough and (using the terrain) imperceptibly approach, strike and hide.

Thus, we can say that ensuring the security of its transport corridors is and will be one of the main tasks of the national security of each country.

## III. PROBLEM SOLVING

Drone is an informal name for devices known as unmanned aerial vehicles (UAV), unmanned aircraft systems (UAS), and small unmanned aircraft systems (sUAS). The term UAS refers to the entire system for using a drone, including the aircraft and the ground control unit, while UAV refers only to the vehicle itself [15].

Drone opportunities can be found in almost all fields of life. One of the directions in the civil sector is the use of UAS to prevent various types of crimes and terrorist acts [16].

The use of drones to automate routine and monotonous work can improve safety performance, reduce risks, and improve quality. It will also free people to focus on more responsible, interesting and rewarding work [17].

Fig. 1. presents a generalized block diagram of the UAS [18]. The standard set of equipment used in most UAS includes: a transmitter for controlling the UAV (Tr); the UAV itself, consisting of a control signal receiver and the transmitter of useful information ( $\mathrm{Re}+\mathrm{Tr}$ ), a flight computer (FC), a navigation system (NS+GPS), a sensor unit (SU) and a camera for photo and video shooting; a ground control station (GCS) for semi-autonomous control and processing of the received information.


Fig. 1. UAS block diagram
To ensure safety, by searching and identifying suspicious or foreign objects in the area of transport corridors, this work proposes the use of a system for recognizing 3D objects. With the help of the organ of vision of the system (a camera located on a high-flying UAV), we obtain a two-dimensional image of the earth's surface. This image will also contain objects located at a low height. Further, this information will be transmitted to the ground for further processing.

Due to the fact that the object of interest (OI) in most cases will be away from the UAV (Fig. 2), its image will undergo such distortions as rotation and shift. As a result, all geometric features will be strongly distorted and recognition by geometric features becomes much more difficult.


Fig. 2. The relative position of objects of interest relative to the UAV.

Currently, many techniques have been developed for the recognition of spatial images of objects, however, each of them has its own drawbacks. So in [19], parallel transfer and rotation of the image is considered, which is a special case of spatial displacements. In [20,21], the analysis is carried out by reference points, the numbering of which should remain constant with spatial distortions, which is not always achievable. In [22, 23], the analysis of the image is carried out along the contour, which is the most sensitive to distorting factors. In [24], the moments of inertia are considered as the main features, however, the analysis of the properties of the moments of inertia showed that the moments of inertia, as features, are quite integral for a wide range of objects. This makes it difficult to recognize objects of the same cluster.

In this paper, it is proposed to use statistical moments as image landmarks, and based on this principle, develop an effective method for recognizing 3D objects.

One of the ways to recognize an object located in an arbitrary way in space is to recognize its sides from twodimensional images by comparing them with reference images.

In fact, the image of the side of an object is a flat closed single-line or multi-line figure. The process of recognizing an object located arbitrarily in space can be reduced to recognizing several flat figures located arbitrarily in space. Because a flat figure is a solid body, then the analysis of its position in space can be performed by analyzing the position of a fixed marker point located on a flat figure. In this case, an arbitrary location of a plane figure, and therefore a marker point in space, is considered as rotations of a plane figure around three coordinate axes. The analysis of the position of a flat figure will be carried out by analyzing the position of the projection of the marker point on the frontal plane. In this case, the origin point is located in the center of the flat figure.

In the course of research [25], the authors obtained the dependence of the change in the coordinates of the projection of the marker point when the frontal plane rotates around the horizontal axis OX, followed by rotation around the vertical axis OY:

$$
\begin{gather*}
x_{2}=x_{0} \cdot \cos \beta  \tag{1}\\
y_{2}=y_{0} \cdot \cos \alpha \pm x_{0} \cdot \sin \beta \cdot \sin \alpha \tag{2}
\end{gather*}
$$

Where $x_{0}, \mathrm{y}_{0}-$ are the coordinates of the marker point on the original frontal plane, $\mathrm{x}_{2}, \mathrm{y}_{2}$ - are the coordinates of the marker longing after its double rotation, $\alpha-$ is the angle of rotation around the horizontal axis, $\beta$ - is the angle of rotation around the vertical axis.

After integrating expressions (1) and (2) for the entire figure, we obtain expressions for the moments of inertia of a flat figure after its double rotation in space:

$$
\begin{align*}
& J_{X 2}=\cos ^{3} \alpha \cdot \cos \beta \cdot J_{X 0} \pm 2 \cdot \cos ^{2} \alpha \cdot \sin \alpha \cdot \sin \beta \cdot \cos \beta \cdot J_{\mathrm{XOY0}} \\
& +\cos \alpha \cdot \sin ^{2} \alpha \cdot \cos \beta \cdot \sin ^{2} \beta \cdot J_{Y 0},  \tag{3}\\
& \mathbf{J}_{Y 2}=\cos \alpha \cdot \cos ^{3} \beta \cdot \mathbf{J}_{Y 0},  \tag{4}\\
& J_{X 2 Y 2}=\cos ^{2} \alpha \cdot \cos ^{2} \beta \cdot J_{X 0 Y 0} \pm \cos \alpha \cdot \sin \alpha \cdot \cos ^{2} \beta \cdot \sin \beta \cdot J_{Y 0}, \tag{5}
\end{align*}
$$

Where $\mathrm{J}_{X 0}, \mathrm{~J}_{\mathrm{Y} 0}, \mathrm{~J}_{\mathrm{X} 0 \mathrm{Y} 0}$ - respectively the moment of inertia of the original figure along the OX axis, along the OY axis and the centrifugal moment of inertia; $\mathrm{J}_{\mathrm{X} 2}, \mathrm{~J}_{\mathrm{Y} 2}$, $\mathrm{J}_{\mathrm{X} 2 \mathrm{Y} 2}$ - respectively, the moment of inertia of a flat figure, after its double rotation in space, along the OX axis, along the OY axis and the centrifugal moment of inertia.

As is known [20], the moments of inertia of the section when the axes passing in the section plane are rotated around the axis passing perpendicular to the section plane are related by equations (6) $\div(8)$ :

$$
\begin{align*}
& \mathbf{J}_{U}=J_{X} \cdot \cos ^{2} \gamma+J_{Y} \cdot \sin ^{2} \gamma-J_{X Y} \cdot \sin 2 \gamma,(6) \\
& J_{V}=J_{X} \cdot \sin ^{2} \gamma+J_{Y} \cdot \cos ^{2} \gamma+J_{X Y} \cdot \sin 2 \gamma,(7) \\
& J_{U V}=J_{X Y} \cdot \cos 2 \gamma+\frac{J_{X}-J_{Y}}{2} \cdot \sin 2 \gamma, \tag{8}
\end{align*}
$$

Where $\mathrm{J}_{\mathrm{X}}, \mathrm{J}_{\mathrm{Y}}, \mathrm{J}_{\mathrm{XY}}-$ axial and centrifugal moments of inertia of the section relative to the original axes; $\mathrm{J}_{\mathrm{U}}, \mathrm{J}_{\mathrm{V}}, \mathrm{J}_{\mathrm{UV}}$ - axial and centrifugal moments of inertia of the section relative to the rotated axes; $\gamma$ - angle of rotation.

Substituting expressions ( 3 ) $\div(5)$ into equations (6) $\div(8)$ and denoting the constants $\mathrm{J}_{\mathrm{U}}, \mathrm{J}_{\mathrm{V}}, \mathrm{J}_{\mathrm{UV}}$, respectively, as $\mathrm{J}_{\mathrm{X} 3}, \mathrm{~J}_{\mathrm{Y} 3}$ and $\mathrm{J}_{\mathrm{X} 3 \mathrm{Y} 3}$, we obtain the dependence of the change in the moments of inertia of a plane figure during its triple rotation in space:

$$
\begin{align*}
& J_{X 3}=f\left(\alpha, \beta, \gamma, J_{X 0}, J_{Y 0}, J_{X O Y O}\right),  \tag{9}\\
& J_{Y 3}=f\left(\alpha, \beta, \gamma, J_{X 0}, J_{Y 0}, J_{X O Y O}\right),  \tag{10}\\
& J_{X 3 Y 3}=f\left(\alpha, \beta, \gamma, J_{X 0}, J_{Y O}, J_{X O Y O}\right), \tag{11}
\end{align*}
$$

By solving the system of equations (9) $\div(11)$, expressions for the variables $\alpha, \beta$ and $\gamma$ are determined.

Recognition is carried out in three stages:

- At the first stage, the reference image of the object is rotated by the calculated angles $\alpha, \beta, \gamma$. U - turns are made in the following sequence: at the beginning, a turn around the center of mass by an angle $\gamma$; further rotation around the abscissa axis by an angle $\alpha$ (in this case, the ordinate axis will rotate along with the image); and at the end, a turn around the
rotated ordinate by an angle $\beta$.
- At the second stage, the scale is adjusted. Using an onboard ranging instrument (laser or radio rangefinder), the distance to the object of interest $l$ is determined (fig. 2). Based on the distance, the change in the scale of the object's image is calculated. In the absence of rangefinders, the scale can be determined using the navigation system. The distance is determined indirectly from two images taken at different points in space. Knowing the exact location of the UAV in space, by the value of the angle between the longitudinal axis and the direction of the camera $\varphi$ (fig. 2). From two images, you can calculate the distance to the object of interest, and therefore the scale.
- At the third stage, a direct comparison of the resulting image with the recognizable. For this, the center of mass of the recognized image is reduced to the center of mass of the converted reference image

If in any of the new positions of the reference images coincide, then it is concluded that the recognized image corresponds to the reference. In this case, the quantities $\alpha, \beta$ and $\gamma$ determine the orientation of the object in space.

That is, after preliminary calculations, the enumeration of all possible positions is limited to a fixed number of possible positions.

However, there will be no complete coincidence of the images due to the presence of sampling distortion in the converted image. This manifests itself on its contour in the form of a change in the values of individual pixels. As a numerical estimate of the similarity between the reference and the recognized image, you can use the transformed measure of the Manhattan distance [26]:

$$
\begin{equation*}
Z=\sum_{i=1}^{m}\left|A(\mathrm{x}, \mathrm{y})_{i}-\mathrm{B}(\mathrm{x}, \mathrm{y})_{i}\right| \leq \varepsilon=2 \cdot P \tag{12}
\end{equation*}
$$

Where: A (x, y) and B (x,y) - respectively the values of points belonging to the standard and the recognized image; x , y - pixel coordinates in the image; $i$ - the number of pixels in the image; $\varepsilon$ - the value of the confidence threshold depending on the size of the images and the computational error of the analysis; P - reference perimeter.

This measure shows the discrepancy between the images, i.e. number of mismatched pixels in direct comparison.

If the discrepancy for any image does not exceed the permissible deviation, then it is concluded that the image under consideration corresponds to the reference image, and the object is oriented in space in accordance with $\alpha, \beta$ and $\gamma$.

## IV. Computer simulations

To check the obtained theoretical results, computer simulation was carried out.

The proposed technique was investigated using images of objects of the same nature. The ability to fly and carry any combat load was taken as this character. For example, the MiG-25, SU-25 and SU-30 aircraft were taken.

In fig. 3 shows three flat figures, which are horizontal projections of these objects. These images can theoretically be acquired by a high-flying UAV that continuously probes the earth's surface. These images are entered into the ground control station (GCS) database, where recognition is performed, as reference objects.


Fig. 3. Images from the database:
a - MIG-25; b - SU-25; c - SU-30

As a characteristic for determining the difference in the images of objects, one can take the "shape index" $\rho$ [27]:

$$
\begin{equation*}
\rho=\frac{\text { Perimeter }^{2}}{\text { Area }} . \tag{13}
\end{equation*}
$$

For a more detailed study, several options for images of the proposed objects were considered, differing in size. Table 1 summarizes the main parameters of the considered images.

Table 1. Reference image parameters

| Image | Object height, pixel | Object width, pixel | Object area, pixel | $\begin{gathered} \text { Object } \\ \text { shape } \\ \text { index, }(\rho) . \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| Fig. 1,a. | 300 | 190 | 18646 | 107 |
|  | 350 | 222 | 25370 |  |
|  | 400 | 253 | 32995 |  |
|  | 450 | 285 | 41910 |  |
|  | 500 | 317 | 51768 |  |
| Fig. 1, <br> b. | 300 | 284 | 20119 | 153 |
|  | 350 | 331 | 27292 |  |
|  | 400 | 379 | 35464 |  |
|  | 450 | 426 | 44712 |  |
|  | 500 | 473 | 55437 |  |
| Fig. 1, <br> c. | 300 | 194 | 19766 | 93 |
|  | 350 | 226 | 26772 |  |
|  | 400 | 258 | 34794 |  |
|  | 450 | 291 | 44113 |  |
|  | 500 | 323 | 54378 |  |

The object of interest can be in four positions relative to the UAV:

1. The object of interest is located directly under the UAV. In this case, we can say that the camera with which the image was obtained is directed perpendicularly downward.
2. The object of interest is located away from the UAV, while the image of the longitudinal axis of the object is parallel or coincides with the longitudinal axis of the UAV.
3. The object of interest is located away from the UAV, while the image of the longitudinal spine of the object is perpendicular to the longitudinal axis of the UAV.
4. The object of interest is located away from the UAV and its position is random.

To obtain a set of images for the first position, the reference images were rotated around the center of mass by angles $\gamma$ with a step of $40^{\circ}\left(40^{\circ} ; 80^{\circ} ; 120^{\circ} ; 160^{\circ} ; 200^{\circ} ; 240^{\circ}\right.$; $280^{\circ} ; 320^{\circ}$ ). As a result, 8 transformed images were obtained for each size of each shape. The obtained images were used
to determine the axial $\left(\mathrm{J}_{\mathrm{Xfig}}, \mathrm{J}_{\mathrm{Yfig}}\right.$ ) and centrifugal ( $\mathbf{J}_{\mathrm{XYfig}}$ ) moments.

Also, according to formulas (9) $\div(11)$ for these images, the moments of inertia $\mathrm{J}_{\mathrm{X} 3}, \mathrm{~J}_{\mathrm{Y} 3}, \mathrm{~J}_{\mathrm{X} 3 \mathrm{Y} 3}$ were calculated. Considering that the image made only one rotation, the variables $\alpha$ and $\beta$ during the calculations were equal to 0 .

To obtain a set of images for the second position, the reference images were rotated around the abscissa axis by angles $\alpha$ with a step of $10^{\circ}\left(10^{\circ} ; 20^{\circ} ; 30^{\circ} ; 40^{\circ} ; 50^{\circ} ; 60^{\circ} ; 70^{\circ}\right.$; $80^{\circ}$ ). As a result, 8 transformed images were obtained for each size of each shape. The obtained images were used to determine the axial $\left(\mathrm{J}_{\mathrm{Xfig}}, \mathrm{J}_{\mathrm{Yfig}}\right)$ and centrifugal $\left(\mathrm{J}_{\mathrm{XYfig}}\right)$ moments.

Also, according to formulas (9) $\div(11)$ for these images, the moments of inertia $\mathrm{J}_{\mathrm{X} 3}, \mathrm{~J}_{\mathrm{Y} 3}, \mathrm{~J}_{\mathrm{X} 3 \mathrm{Y} 3}$ were calculated. Taking into account that the image made only one rotation, the variables $\beta$ and $\gamma$ in the course of calculations were equal to 0 .

To obtain a set of images for the third position, the reference images were rotated around the ordinate by angles $\beta$ with a step of $10^{\circ}\left(10^{\circ} ; 20^{\circ} ; 30^{\circ} ; 40^{\circ} ; 50^{\circ} ; 60^{\circ} ; 70^{\circ} ; 80^{\circ} \mathrm{As} \mathrm{a}\right.$ result, 8 transformed images were obtained for each size of each shape. The obtained images were used to determine the axial ( $\mathbf{J}_{\mathrm{Xfig}}, \mathbf{J}_{\text {Yfig }}$ ) and centrifugal ( $\mathbf{J}_{\mathrm{XYfig}}$ ) moments.

Also, according to formulas (9) $\div$ (11) for these images, the moments of inertia $\mathrm{J}_{\mathrm{X} 3}, \mathrm{~J}_{\mathrm{Y} 3}, \mathrm{~J}_{\mathrm{X} 3 \mathrm{Y} 3}$ were calculated. Taking into account that the image made only one rotation, the variables $\alpha$ and $\gamma$ during the calculations were equal to 0 .

To obtain a set of images for the fourth position, the reference images were rotated around the center of mass at angles $\gamma$ with a step equal to $40^{\circ}$, followed by turns around the horizontal axis at angles $\alpha$ with a step equal to $10^{\circ}$ and around the vertical axis at angles $\beta$ with a step equal to $10^{\circ}$ $\left(10^{\circ}, 10^{\circ}, 40^{\circ} ; \quad 20^{\circ}, 20^{\circ}, 80^{\circ} ; \quad 30^{\circ}, 30^{\circ}, 120^{\circ} ; \quad 40^{\circ}, 40^{\circ}, 160^{\circ}\right.$; $\left.50^{\circ}, 50^{\circ}, 200^{\circ} ; 60^{\circ}, 60^{\circ}, 240^{\circ} ; 70^{\circ}, 70^{\circ}, 280^{\circ} ; 80^{\circ}, 80^{\circ}, 320^{\circ}\right)$. As a result, 8 transformed images were obtained for each size of each shape. The obtained images were used to determine the axial ( $\mathrm{J}_{\mathrm{Xfig}}$, $\mathrm{J}_{\mathrm{Yfig}}$ ) and centrifugal ( $\mathrm{J}_{\mathrm{XYfig}}$ ) moments. Also, according to formulas (9) $\div$ (11) for these images, the moments of inertia $\mathrm{J}_{\mathrm{X} 3}, \mathrm{~J}_{\mathrm{Y} 3}, \mathrm{~J}_{\mathrm{X} 3 \mathrm{Y} 3}$ were calculated.

Further, the absolute discrepancies $\Delta$ were calculated between the corresponding moments of inertia obtained from the images and by the formulas $(9) \div(11)$ :

$$
\begin{array}{llr} 
& \Delta_{X}=\left|J_{X f i g}-J_{X 3}\right|, & \Delta_{Y}=\mid J_{Y f i g}- \\
J_{Y 3} \mid, & \Delta_{X Y}=\left|J_{X Y f i g}-J_{X 3 Y 3}\right| . & \tag{14}
\end{array}
$$

In fig. 4 shows the averaged changes in the absolute discrepancy $\Delta \mathrm{X}$ (fig. 4, a), $\Delta \mathrm{Y}$ (fig. 4, b) and $\Delta \mathrm{XY}$ (fig. 4, c) for the object shown in fig. 3 , a.
a)

b)

c)


Fig. 4. Average changes in the absolute discrepancy in the moments of inertia for the image of the MIG-25 aircraft.

In fig. 5 shows the averaged changes in the absolute discrepancy $\Delta \mathrm{X}$ (fig. 5, a), $\Delta \mathrm{Y}$ (fig. 5, b) and $\Delta \mathrm{XY}$ (fig. 5, c) for the object shown in fig. 3, b.
a)

b)



Fig. 5. Average changes in the absolute discrepancy in the moments of inertia for the SU-25 aircraft image.

In fig. 6 shows the averaged changes in the absolute discrepancy $\Delta \mathrm{X}$ (fig. 6, a), $\Delta \mathrm{Y}$ (fig. 6, b) and $\Delta \mathrm{XY}$ (fig. 6, c) for the object shown in fig. 3 , c .

b)


$$
\begin{array}{ll}
\text { Perimetr } & \text { 乙 alfa }=0 \text {; beta }=0 ; \text { gamma }=40-320 \\
\text { alfa } 10-80 \text {; beta }=0 ; \text { gamma }=0 & \text { alfa } 0 \text {; beta }=10-80 ; \text { gamma }=0
\end{array}
$$



Fig. 6. Average changes in the absolute discrepancy in the moments of inertia for the SU-30 aircraft image.

For simplicity, the evaluation of the effectiveness of the proposals of the method was carried out according to the values of $\Delta$. That is, if the value of $\Delta$ does not exceed the threshold value, then the recognition can be considered reliable. Since the perimeter of the object is the most sensitive to any image transformations, the corresponding moment of inertia of the perimeter was chosen as the threshold value.

## V. CONCLUSİON

The analysis of the change in the moments of inertia of a plane figure during its rotation around three coordinate axes for recognition carried out by the authors showed that there is a clear relationship between the moments of inertia of a plane figure during its triple rotation in space on the angles of rotation.

Analyzing Fig. 4, fig. 5 and fig. 6, it can be assumed that: the law of variation of $\Delta$ is close to an increasing exponential, when there is rotation around the abscissa and / or ordinate axis; and the law of variation of $\Delta$ is close to harmonic oscillation when there is rotation only around the center of mass.

Further analysis shows that if the recognized image has $\alpha$ $=0$ and $\beta=0$, then for any value of $\gamma$ the recognition will have a high reliability. Thus, we can say that this rotation has a minimal effect on the recognition process, and the discrepancy is mainly due to the computational error.

With an increase in $\alpha$ or $\beta$, with the exception of the limit values (more than $80^{\circ}$ ), the recognition will have an acceptable reliability. With a simultaneous increase in $\alpha$ and
$\beta$, high reliability will be at angles up to $40^{\circ}$, and at angles more than $60^{\circ}$, the recognition reliability will be low. This may be due to a decrease in the image area of the object of interest. Studies have shown that the larger the image area of the object, the higher the recognition reliability. However, increasing the area greatly slows down the recognition process, and powerful computing resources are required to implement it.

In addition, the shape index also affects the recognition reliability. As can be seen from Fig. 5, for objects with a high shape index, high reliability can be obtained only at small angles of image rotation (less than $20^{\circ}$ ).

Taking into account the shape index of the objects of interest and the UAV flight altitude, it is possible to determine the required distance a (Fig. 2). This will allow you to correctly plot the UAV flight route and estimate the viewing range. This technique can also be applied to the recognition of moving ground objects.
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